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Abstract. Image quality assessment (IQA) is one of the most
important issues in the field of image processing. Traditional IQA
methods usually assume that the “reference” or “perfect” image is
given. Obviously, this assumption is limited because the reference
image may not be available in most practical applications. In
addition, the mechanisms of human visual system (HVS) have not
been explicitly exploited in the majority of existing IQA methods.
In this article, to reduce dependence on reference image while
introducing one mechanism of HVS, we propose a new method,
referred to as Image-Saliency-based No-reference Image Quality
Index (ISNIQI), by incorporating image saliency derived from visual
attention models into the quality assessment of JPEG compressed
images. Since the high saliency image region attracts more visual
attention, ISNIQI assigns larger weight to the quality of image region
with higher saliency. Experimental results on JPEG compressed
images demonstrate the effectiveness of the proposed method in
terms of the correlation with subjective perception. c© 2016 Society
for Imaging Science and Technology.
[DOI: 10.2352/J.ImagingSci.Technol.2016.60.6.060503]

INTRODUCTION
Assessing the visual quality of images is of fundamental
importance to numerous image processing applications. Up
to now, many approaches have been developed to measure
the visual quality of images, including subjective and objective
methods. For applications in which the human is the
ultimate receiver of the visual signal, the only ‘‘correct’’
method of assessing image quality is the subjective methods.
However, subjective methods are usually inconvenient, time
consuming and expensive. Therefore, designing the objective
image quality assessment (IQA) methods is a very important
but challenging task.1,2

Based on the availability of a reference image, the
objective methods can be classified into three categories.
Most of the existing methods3–6 are known as full reference
(FR), meaning that the evaluation process requires all
pixel information of a reference image. The second type
of methods7,8 is reduced-reference (RR) quality assessment,
which only uses partial features of the reference image to
help evaluate the quality of the distorted image. Although
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these FR and RR methods correlate highly with the human
subjective judgments of quality, they are limited in practical
applications due to the fact that the reference images,
even the partial features of the reference images, are
usually unavailable. Therefore, a no-reference (NR) or ‘‘blind’’
quality metric, which aims at predicting the quality of
distorted images accurately and automatically without any
knowledge of the reference images, is desirable. In this article,
the discussion is confined to no-reference image quality
assessment (NR-IQA) methods.

According to whether examining the exact prior knowl-
edge of distortion, previous NR-IQAmethods can be broadly
categorized into two main classes: the distortion-specific
methods9–12 and the distortion-generic methods.13–16 Due
to the extensive applications of JPEG image format, many
of these methods focus on or can be applied to the quality
assessment of JPEG compressed images. For example, Wang
et al.9 proposed an NR method based on image features in
pixel domain, which uses differential signals to estimate the
blockiness and blur effects of JPEG compressed image.Mittal
et al.16 introduced a natural scene statistic (NSS)-based
distortion-generic NR-IQA method in which a mapping
is learned from feature space to quality scores using a
regression module. However, these methods depend only
on features in pixel domain or transform domains, and
consider no perceptual property of human visual system
(HVS) for image distortion. To imitate the evaluation of
HVS, Liu et al.17 designed an NR method named NPBM
(no-reference perceptual blockiness metric) that not only
extracts the blockiness features but also considers the visual
masking effect on perceiving blocking artifacts, improving
the consistency between IQA values and subjective scores. In
our proposed method, we utilize techniques from the NPBM
method to accurately measure the blocking artifacts of JPEG
compressed images.

In order to design objective metrics that predict
image quality consistent with what humans perceive, the
mechanisms of HVS should be exploited.18 It has been
proven that the image saliency plays an important role in the
HVS perception, that is, the image regions with high saliency
have a significant impact on the perception process. As Itti
et al. proposed in visual attention model IT,19 the salient
parts of the scene first attract our attention and then our
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gaze. Similarly, Zhang et al.20 argue that as a consequence
of evolution, most vertebrates, including human, have a
remarkable ability to automatically pay more attention to
salient regions of the visual scene. Therefore, an effective IQA
metric should incorporate the image saliency information.
However, the above-mentioned methods take no account of
this crucial mechanism of HVS.

Recently, increased awareness to the close relationship
between image saliency and quality perception has led to a
number of approaches that try to integrate image saliency
into IQA metrics to potentially improve their prediction
performance. According to previous classification criteria
for objective IQA methods, these methods can be broadly
categorized into FR and NR schemes. Generally speaking,
FR methods21–24 utilize visual attention data or ROI (region
of interest) data recorded during eye tracking experiments
to obtain saliency maps which are then added to several
common fidelity metrics (such as SSIM, PSNR, VIF, etc.).
Such elegant works provided a good demonstration that
appropriately including image saliency information in the
objective metrics can improve prediction performance of
original IQA methods. However, it should be noted that the
visual attention data or the ROI data used in these works
are derived from eye tracking experiments on reference
images, meaning that these methods cannot be used in
situations where a fully automatic NR-IQAmetric is needed.
Instead of using specific data, NR methods attempt to
incorporate image saliency information computed by visual
attention models into IQA methods. One representative
method belonging to this category is the training-based
method IQVG.25 This method first randomly samples a
sufficient number of image patches guided by image saliency
map and convolves each patch with Gabor filters to get a
bag of features. Then, the image is represented by using
a histogram to encode the bag of features. Support vector
regression (SVR) is used to learn the mapping from feature
space to image quality. While IQVG can be adaptable to
different distortion type and achieve a good performance
for quality estimation on the whole LIVE IQA database,26
there are several aspects that should be remarked. Firstly,
in order to ultimately obtain a trained model having
better prediction performance, IQVG needs to empirically
determine a number of parameters (such as patch number,
patch size, five frequencies and four orientations used
in Gabor filter, etc.), which causes the inconvenience of
application. Secondly, IQVG consumes about 60 s to extract
local features from 5000 patches of which the size is 11× 11
on an Intel Pentium 2.13 GHz machine. That is to say, IQVG
is time consuming relative to other common IQA methods
which only cost a few seconds to compute a quality score.
More importantly, IQVG cannot achieve a good prediction
performance for some specific distortions, especially for
JPEG compression.

In this article, we propose an Image-Saliency-based
No-reference Image Quality Index (ISNIQI) that could
achieve better prediction performance for JPEG compressed
images while possessing a low computational complexity.

Figure 1. Schematic overview of the proposed method ISNIQI.

Since the high saliency image region attracts more visual
attention, our proposed ISNIQI assigns larger weight to
the quality of image region with higher saliency. The
procedure to compute a prediction value of ISNIQI can be
summarized as three steps: (1) computing the quality map of
blocking artifacts by utilizing techniques from NPBM;17 (2)
employing a visual attention model to generate the saliency
map as a weighting function; (3) integrating these two maps
based on blocks to obtain a final quality score. The schematic
overview of the proposed approach (ISNIQI) is summarized
in Figure 1. Compared with the other state-of-the-art NR
methods, our approach ISNIQI has following advantages for
the quality assessment of JPEG compressed images. First, the
prediction values of ISNIQI correlate better with subjective
scores than other IQA indices evaluated. Second, only three
parameters (i.e. two adjustment parameters and the number
of sub-blocks) need to be tuned in ISNIQI, resulting in a
more convenient combination with existing visual attention
models. Third, ISNIQI has a relatively low computational
complexity than other NR methods which need a domain
transform or extract multiple features.

The rest of this article is organized as follows. We review
the work of NPBM relevant to this article in Measurement
of the Blocking Artifacts. Assessment Using Image Saliency
first introduces the image saliency derived from several visual
attention models and then presents in detail our proposed
method. Following Experiment Results and Discussions, the
Conclusion summarizes our work and gives some specific
recommendations on the application scope of our method.

MEASUREMENT OF THE BLOCKING ARTIFACTS
The original NPBM method is built upon the specific
structure information of the artifact itself combined with the
properties of HVS by means of a simple and efficient model
of visual masking.17 It involves three steps to measure the
blocking artifacts: (1) identifying the position of blocking
artifacts; (2) calculating the degree of blockiness distortion;
and (3) estimating the local visibility of the artifact to the
human eye. For measuring the blocking artifacts of JPEG
compressed image, we only need to implement the last two
steps because the 8 × 8 non-overlapping blocks regularly
arise along horizontal and vertical directions. The following
discussion is carried out in the horizontal direction, but it can
be done in the same way for the vertical direction.

J. Imaging Sci. Technol. 060503-2 Nov.-Dec. 2016



Song, Zhang, and Liu: No-reference image quality assessment using image saliency for jpeg compressed images

Figure 2. The low-pass filter L for local luminance detection.

Local Pixel-based Blockiness Measure
In NPBM method, the local blockiness metric (LBM) is
locally characterized as a blocking edge that stands out
from its spatial vicinity, and is defined as the local gradient
energy normalized by its neighboring pixels. Specifically, for
a grayscale image I , LBM at location (i, j) is estimated as

LBMh(i, j)=


BGh if NBGh = 0,BGh 6= 0
BGh
NBGh

if NBGh 6= 0

0 if NBGh = 0,BGh = 0,

(1)

where BGh denotes the local gradient energy at the blocking
artifact, and NBGh denotes the averaged gradient energy
over its direct vicinity, which are given by

BGh = |I (i, j+ 1)− I (i, j)| (2)

NBGh =
1
8

∑
x=−4,...,4,x 6=0

|I (i, j+ x + 1)− I (i, j+ x)|. (3)

Visual Masking Effect Measure
Visual masking effect, such as texture masking effect and
luminance masking effect in NPBM,17 is a phenomenon that
the human eye’s perception of one incitation can be changed
by another incitation. By doing experiments, we find that the
texture masking effect has little influence on the resulting
performance of our method. Therefore, we only use the

luminance masking effect estimation procedure of NPBM
to imitate visual masking effect in the proposed method
ISNIQI.

NPBM utilizes the visibility coefficient (i.e. VCl) to
quantify the luminance masking effect. For simplicity, the
relationship between the visibility coefficient VCl and the
local luminance Il is modeled by a nonlinear function for
low background luminance and is approximated by a linear
function at higher background luminance, i.e.,

VCl(i, j)=


√
Il(i, j)

9
if 0< Il(i, j) < 81

(1−β) · (81− Il(i, j))
174

+ 1 otherwise,
(4)

where 0 < β < 1 (β = 0.7 in Ref. 17) is used to adjust
the slope of the linear part of this function, and the local
luminance Il(i, j) is calculated via a weighted low-pass filter
L (see Figure 2) and defined as

Il(i, j)=
1

26

5∑
x=1

5∑
y=1

I (i− 3+ x, j− 3+ y) · L(x, y). (5)

ASSESSMENT USING IMAGE SALIENCY
Themajor advantage of theNPBMmethod is its effectiveness
of measuring the blocking artifacts. However, it ignores the
important influence of human eye’s attention on perception
of distortion, which will be further explained as follows.

For general image analysis tasks, we are usually in-
terested in only a fraction of the whole image. For
example, when people observe Figure 3(a), a top priority of
observation is given to the region A (i.e. the propeller of
airplane), followed by regions B and C. This results in that
the distortion of region A ismost likely to be perceived, while
the noise of region C is almost neglected (see Fig. 3(b)–(d)).
Consequently, the subjective perception quality of Fig. 3(d)
is plausibility better than that of Fig. 3(c), and the quality of
Fig. 3(b) is the worst one. This phenomenon may validate
the speculation that the quality of image region attracting
most attention accounts for themajor part of thewhole image
quality.

In order to give different priorities to the quality of
different image areas, ISNIQI employs image saliency to help

(a) (b) (c) (d)

Figure 3. Effects of visual attention on IQA: (a) different regions that human beings pay attention to (the propeller region A attracts the most visual attention,
followed by regions B and C, which can also be found from the corresponding saliency maps in Fig. 4); (b)–(d) distorted images generated by adding
the same intensity noise to marked regions in image (a), respectively.
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assess image quality. Before we establish the ISNIQI method,
it is necessary tomake a brief introduction on image saliency.

Image Saliency
Studying on the image saliency derived from visual attention
models has attracted much interest recently and there are
now several frameworks and computational approaches
available. According to Ref. 27, the visual attention models
can be classified into object-based models and space-based
models. Object-basedmodels try to segment or detect objects
to predict salient regions. In contrast, for those space-based
models, the goal is to create image saliency maps that
may predict which locations have higher probability of
attracting human attention. Here, we mainly focus on the
space-based models for obtaining the saliency map as a
weighting function in IQA method.

Borj et al.27 performed an exhaustive comparison of
35 state-of-the-art attention models over 54 challenging
synthetic patterns, three natural image datasets, and two
video datasets, using three evaluation scores. They find that
the attentionmodel IT19 works better in locating a target over
synthetic patterns; and the model SR28 is fast and effective
to provide a tradeoff between accuracy and speed necessary
for many applications. Besides, another attention model
MSS29 not mentioned in Ref. 27 emphasizes well-defined
borders, highlights whole object regions, and thus suppresses
the background better than the above-mentioned models.
Therefore, we select these eminent visual attention models
to generate the saliency maps in our ISNIQI method. The
visual comparison of saliency maps generated by these
models for several images in LIVE database26 is shown
in Figure 4(b)–(d). We also exhibit the corresponding
region-of-interest (ROI) maps in ROI-D database30 as a
ground truth for these visual attentionmodels (see Fig. 4(e)).

Proposed ISNIQI Method
As illustrated in Fig. 4, the image saliencymap can reflect the
degree of human eye’s attention on different image regions.
Specifically, the higher the saliency value is, the more of
visual attention the image region attracts, and hence, the
more important the quality of corresponding image region
should be. So, in order to improve the consistency between
the objective IQA values and subjective scores, we propose
the ISNIQI method employing image saliency to help assess
the quality of JPEG compressed images, which aims at giving
more importance to the qualities of conspicuous regions and
penalizing measures in less salient regions. In other words,
ISNIQI uses image saliency map as a weighting function to
spatially integrate quality of different image regions.

The implementation of ISNIQI contains the following
four steps: (1) computing the blocking artifacts quality map
and the image saliency map, respectively; (2) partitioning
these two maps into equally N non-overlapping sub-blocks
along horizontal and vertical directions, respectively; (3)
averaging the blockiness and saliency values over each block;
and (4) integrating the two types of averaged values to
produce an overall score of IQA. The detailed procedure of

ISNIQI to assess quality of a JPEG compressed image with
size H ×W is described as follows.

1. The blockiness metric map Qh along the horizontal
direction is computed according to Eqs. (1) and (4), and
each component of Qh is given by

Qh(i, j)= LBMh(i, 8j)γ1 ·VCl(i, 8j)γ2 (6)

where i = 1, 2, . . . , 8 × (bH8 c − 1), and j = 1, 2,
. . . , bW8 c − 1. The superscripts γ1 and γ2 are used to
adjust importance of different items in Qh.

2. Divide the quality map Qh into N non-overlapping
sub-blocks along the horizontal direction, and then
define the averaged quality of each sub-block as

qh(k)=
1
|Bh,k|

∑
(i,j)∈Bh,k

Qh(i, j), (7)

where k = 1, 2, . . . ,N , Bh,k denotes the kth sub-block
of Qh, and |Bh,k| indicates the number of elements
contained in Bh,k.

3. Employ a visual attention model to generate the saliency
map (i.e. SM).

4. Divide the image saliency map SM into N non-
overlapping sub-blocks along the horizontal direction,
and then average the saliency of each sub-block as

SMh(k)=
1
|Dh,k|

∑
(i,j)∈Dh,k

SM(i, j), (8)

whereDh,k represents the kth sub-block of SM , and then
calculate the weight factor

ωh(k)=
SMh(k)∑N
i=1 SMh(i)

. (9)

5. Similar to qh and ωh, we can define the average qualities
qv and the weight factors ωv along the vertical direction,
respectively. Finally, we can obtain the NR-IQA index by

ISNIQI=
1
2

N∑
k=1

[ωh(k) · qh(k)+ωv(k) · qv(k)]. (10)

EXPERIMENTS ANDDISCUSSIONS
Test Protocol
We conduct experiments on the JPEG subsets of LIVE
database26 and CSIQ database,31 respectively. There are 29
reference images and 233 JPEG compressed images in LIVE
database, and 30 reference images together with 150 JPEG
compressed images in CSIQ database. The difference mean
opinion score (DMOS) associated with distorted images is
provided in both IQA databases. Four criteria are used to
benchmark the comparison methods. The Pearson linear
correlation coefficient (PLCC) provides an evaluation of
prediction accuracy; the Spearman rank-order correlation
coefficient (SROCC) and the Kendall rank-order correlation
coefficient (KROCC) measure the prediction monotonicity;
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(a) (b) (c) (d) (e)

Figure 4. Visual comparison of saliency maps: (a) original images in LIVE database;26 (b) saliency maps generated by IT attention model;19 (c) saliency
maps generated by SR attention model;28 (d) saliency maps generated by MSS attention model;29 (e) ROI maps in ROI-D database.30 The highlight
regions indicate the salient objects.

the root mean square error (RMSE) is also computed as
an auxiliary comparison criterion. Definitions, explanations,
and ways for calculating these four performance metrics can
be found in Ref. 32.

To implement the ISNIQI method, we employ visual
attention models IT,19 SR28 and MSS29 to generate the
image saliency map, respectively. Our method is compared
with other 5 competitive NR-IQAmethods, namelyWang’s,9
BLIINDS-II,15 BRISQUE,16 IQVG25 and NPBM.17 In what
follows, the notation ‘‘ISNIQI-∗’’ means that the attention
model ‘‘∗’’ is used to generate saliency map in ISNIQI
method.

Only three parameters need to be determined in ISNIQI,
that is, the adjustment parameters γ1, γ2 in Eq. (6) and the
number of sub-blocksN . We select one-fifth of JPEG images
from two IQA databases, respectively to conduct parameter
estimation, and then apply resulting estimations to the whole
LIVE and CSIQ JPEG subsets, respectively. To determine
the adjustment parameters, we use grid search technique, in
which the search interval is [1, 2] for γ1 and [0, 1] for γ2.
It is emphasized that the mean value of blockiness metric
maps Qh and Qv is taken as an IQA index during grid
searching, meaning that the value of N does not have to be

Table I. Estimations of parameters for two IQA databases.

Database No. of selected JPEG images γ1 γ2 N

LIVE 46 1 0 10
CSIQ 30 1.5 0.3 35

determined at this estimation step. Given estimations of γ1
and γ2, the final IQA indexes ISNIQI of selected JPEG images
are computed with various value ofN , ranging from 5 to 100.
The value ofN , with higher PLCC and SROCC, is accepted as
the final estimation. In practice, we can only use ISNIQI-SR,
the fastest version of ISNIQI, to determine the appropriate
value of N , because of the same variation tendency of PLCC
and SROCC with the increase of N for different versions of
ISNIQI (see Figure 5). The estimations of all parameters are
summarized in Table I, and are fixed among visual attention
models.

Experimental Results on the Whole JPEG Subsets
The prediction performances of NR-IQA methods on two
JPEG subsets are given in Table II. For each performance
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(a) (b)

Figure 5. Variation tendency of PLCC and SROCC with the increase of N for different versions of ISNIQI: (a) LIVE; (b) CSIQ.

(a)

(b)

Figure 6. Two distorted versions of 5 reference images in LIVE IQA database: (a) the least apparent JPEG distortion; (b) the most apparent JPEG distortion.

measure, the top three results are highlighted in boldface.
From Table II, we have the following findings. Firstly, all
three versions of ISNIQI obtain competitive performances
compared to the existing NR-IQA methods, especially
outperform the comparison methods on the LIVE JPEG
subset. Secondly, compared with NPBM method, ISNIQI
with each attention model achieves better predictive results
on both JPEG subsets. We believe that the success results
from the consideration for the important influence of
image saliency on IQA process, which makes the IQA
values correlate better with the subjective scores. Thirdly,
across both JPEG subsets, the prediction performances of
ISNIQI-IT and ISNIQI-MSS are more consistent than that
of ISNIQI-SR. While Wang’s method gets the best results
over other competing methods on CSIQ JPEG subset, its
prediction performances are not even in the top four on
LIVE JPEG subset. These results indicate that ISNIQI-IT and
ISNIQI-MSS are more stable than other NR-IQA methods.

Influence of Distortion Levels on Performance
In this experiment, we investigated the influence of dis-
tortion levels on the saliency weights and therefore on the

performance of ISNIQI method. Two distorted versions of
each of the 29 reference images in LIVE IQA database26
were used. The two distorted versions were chosen such
that one of the images contained the least apparent JPEG
distortion (with highest DMOS, see Figure 6(a)) and the
other image contained the most apparent (suprathreshold)
JPEG distortion (with lowest DMOS, see Fig. 6(b)).

As can be seen from Table III, in contrast with the
most apparent distortion situation (i.e. highest level of
distortion), ISNIQI achieves bigger improvements onNPBM
method in the situation of the least apparent distortion
(i.e. lowest level of distortion). For the quality assessment
of JPEG images with suprathreshold distortion, ISNIQI has
no obvious advantage compared to NPBM. These results
reveal that incorporating image saliency information into
objective quality models is very useful when the distortion
is unapparent, and less helpful when the distortion is severe.
We attribute the invalidation to the limited capacity of visual
attention models to extract salient regions from images
with suprathreshold distortion. As Vu et al. mentioned in
Ref. 21, for spatially localized distortion, such as JPEG
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Table II. Performance comparisons of NR-IQA methods on the whole JPEG subsets of LIVE database and CSIQ database.

Method LIVE CSIQ
PLCC SROCC KROCC RMSE PLCC SROCC KROCC RMSE

Wang’s 0.9332 0.9211 0.7552 8.7198 0.9742 0.9526 0.8084 0.0690
BLIINDS-II 0.9235 0.8978 0.7146 9.3072 0.9401 0.8868 0.7023 0.1043
BRISQUE 0.9295 0.9145 0.7497 8.9473 0.9457 0.9038 0.7291 0.0995
IQVG 0.9089 0.8940 0.7115 10.1182 0.9449 0.9089 0.7334 0.1002
NPBM 0.9599 0.9523 0.8089 6.8014 0.9598 0.9351 0.7710 0.0859
ISNIQI-IT 0.9623 0.9537 0.8127 6.5999 0.9637 0.9410 0.7850 0.0817
ISNIQI-SR 0.9634 0.9542 0.8133 6.5013 0.9614 0.9405 0.7834 0.0842
ISNIQI-MSS 0.9640 0.9536 0.8135 6.4498 0.9628 0.9400 0.7841 0.0826

Table III. Performance comparisons of ISNIQI on the LIVE JPEG subset with different distortion levels.

Method lowest level of distortion highest level of distortion
PLCC SROCC KROCC RMSE PLCC SROCC KROCC RMSE

NPBM 0.8309 0.8457 0.6634 0.3834 0.5426 0.6773 0.5320 0.0282
ISNIQI-IT 0.9164 0.9073 0.7472 0.2763 0.5920 0.6576 0.5271 0.0270
ISNIQI-SR 0.9073 0.8925 0.7127 0.2897 0.5960 0.6768 0.4926 0.0269
ISNIQI-MSS 0.9171 0.8996 0.7275 0.2748 0.5656 0.6576 0.5271 0.0277

and JPEG2000, visual attentions indeed depend on the
amount of distortion (near threshold versus suprathreshold).
Therefore, developing a visual attention model which can
effectively extract saliency information from images with
various amount of distortion, is another important but
challenging task.

Computational Complexity
The time complexity of each selected NR-IQA method on
LIVE JPEG subset was also evaluated. Table IV shows the
average time taken by each method on an Intel i2 2.66
GHz CPU and 4 GB RAM PC with the platform MATLAB
R2010a. On the one hand, ISNIQI has a lower computational
complexity than other NR-IQA methods which need a
domain transform (i.e. BLIINDS-II) or extract a number
of features (i.e. IQVG). And ISNIQI-SR is the fastest one
compared to other versions of ISNIQI. On the other hand,
the time cost of obtaining an IQA index by ISNIQI is a little
higher than that of NPBM due to the additional process
generating saliency map in ISNIQI. Hence, our future work
will involve simplifying the entire method to further reduce
computational complexity.

CONCLUSION
In this article, we propose a novel, efficient and effective
NR-IQA method, ISNIQI, to measure the quality of JPEG
compressed images. Based on the fact that the image saliency
map can reflect the priority of human eye’s attention on
image regions, ISNIQI regards image saliency as the weight
factor of image quality, and assigns larger weight to the

Table IV. Time cost of each NR-IQA method on LIVE JPEG subset.

Method Time (seconds)

Wang’s 0.0782
BLIINDS-II 207.3243
BRISQUE 0.3465
IQVG 43.7127
NPBM 0.7556
ISNIQI-IT 1.4509
ISNIQI-SR 0.8322
ISNIQI-MSS 3.1311

quality of image region with higher saliency. Experiments
performed on JPEG subsets of LIVE and CSIQ databases
have shown that ISNIQI could achieve more accurate
prediction performance compared with other NR-IQA
methods evaluated in terms of the correlation with human
subjective judgments of quality. Moreover, ISNIQI also has
the advantage of convenient combination with existing
visual attention models. In practical application, ISNIQI-IT
and ISNIQI-MSS can be used to obtain the best overall
performance, and ISNIQI-SR will be an appropriate choice
if one pursues efficiency.
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